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Preface

This report has been prepared on behalf of the MaCFP Condensed Phase Working Group. It is a predecisional draft
copy prepared for subject matter experts to provide critical review and to ensure the integrity of the measurement data
and related analysis submitted to the 2021 MaCFP Condensed Phase Workshop.

Parts of this work were prepared by the National Institute of Standards and Technology (NIST), an agency of
the US government, and is not subject to copyright in the USA. Not all of the measurement data presented here has
been through a formal review process. The identification of any commercial product or trade name does not imply
endorsement or recommendation by NIST (or any other contributing institution). The policy of NIST is to use metric
units of measurement in all its publications, and to provide statements of uncertainty for all original measurements.
In this document, however, data from organizations outside NIST are shown, which may include measurements in
non-metric units or measurements without uncertainty statements.
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Chapter 1

Introduction

In April 2016, it was proposed that the Measurement and Computation of Fire Phenomena (MaCFP) Working Group
be expanded to include a subgroup dedicated to the predictive modeling of condensed phase phenomena. The MaCFP
Condensed Phase Working Group was thus organized to enable the fire safety science research community to make
significant progress towards establishing a common framework for the selection of experiments and the methodologies
used to analyze these experiments when developing pyrolysis models. Ultimately, such a framework will support
reliable computational predictions of how materials burn, how flames spread, and how fires grow in realistic fire
scenarios. Key objectives of this effort include:

• Cataloguing current approaches used to parameterize pyrolysis models;

• Developing standard data set formats for experimental data on pyrolysis;

• Developing requirements for data set quality and establishing a data review committee;

• Quantifying the inter-laboratory variability for comparable experimental datasets; and

• Assessing the impact of the variability of model parameters on fire growth predictions

At the first MaCFP workshop, conducted in Lund, Sweden, at the 2017 IAFSS meeting [1], it was proposed that
experimental data sets for pyrolysis model calibration and validation first be developed for relatively simple materials
that are isotropic in nature and do not exhibit complex mechanical behavior such as melt flow, delamination or intu-
mescence. Thus, cast black poly(methyl methacrylate), PMMA, was selected as a reference material for analysis. This
material was selected because of its tendency to maintain its density while burning, insignificant melt flow, simple
decomposition kinetics, and low transparency to infrared radiation. Samples of this PMMA were made available to
participants and a reference document, “Guidelines for Participation in the 2021 MaCFP Condensed Phase Workshop,”
was shared with the community to facilitate collaboration between participating institutions [2].

Numerous review papers on pyrolysis model development and/or parameterization have recently been published
[3, 4, 5, 6]. Although multiple experimental [7, 8, 9, 10] and computational modeling studies of the flammability
response of PMMA exist in the literature [11, 12, 13] this effort represents the first coordinated attempt involving
multiple institutions to simultaneously perform a series of pyrolysis experiments across a range of scales, characterize
all relevant thermophysical properties of a fully specified material, and to compare the various methodologies for
doing so.

1.1 Material Selection
The specific material of interest is a 6 mm (0.236 in) thick, black, cast PMMA manufactured by Evonik under the
tradename ACRYLITE R© cast black 9H01 GT. Samples were distributed to participating institutions during the sum-
mer and fall of 2019 in the form of 100 mm by 100 mm by 6 mm slabs for bench-scale experiments (e.g., cone
calorimeter) and approximately 300 mg vials of powdered PMMA for micro-scale experiments (e.g., thermogravimet-
ric analysis, TGA). Powdered samples were prepared by first pelletizing 6 mm thick slabs using an electric grinder
into small (0.5 mm to 5 mm) pieces, which were then ground into a powder using a mechanical grinder with a ceramic
burr.
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1.2 Participating Laboratories
As of July 2020, sixteen institutions from ten different countries have submitted experimental measurements as part
of the 2021 Condensed Phase MaCFP Workshop. These institutions and their countries are listed in Table 1.1 and the
location of each institution is shown in Fig. 1.1. As this report is preliminary and further edits to experimental mea-
surements may be required, in all figures and tables containing experimental measurements, institutions are referred to
using a unique, anonymous city name. Participating labs should have received an email identifying their corresponding
city names; please contact Isaac Leventon (isaac.leventon@nist.gov) if you have questions regarding this naming.

MaCFP Participants

Institutions who submitted 
Experimental and Modeling 
data to the 2021 Condensed Phase MaCFP Workshop

Experimentalists

Aalto University

DBI - Dansk Brand- og
Sikringsteknisk Institut

Lund University

FM Global

Forschungszentrum Jülich

Imperial College London

The Hong Kong Polytechnic
University

Préfecture de Police
Laboratoire Central

National Institute of
Standards and Technology

Sandia National Laboratories

Technical Institute of Fire
Protection in Prague (TIFP)

University of Central
Lancashire

University of Dayton Research
Institute

The University of Edinburgh

University of Maryland

Université de lille

The University of Queensland

Figure 1.1: Locations of Institutions that provided experimental measurements for the 2021 Condensed Phase MaCFP
Workshop.
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Table 1.1: Institutions Participating in the 2021 Condensed Phase MaCFP Workshop

Participating Institution City/State, Country
Aalto University Espoo, Finland
Dansk Brand og Sikringsteknisk Institut (DBI) Copenhagen, Denmark
Lund University Lund, Sweden
FM Global Massachusetts, USA
Imperial College of London (GIDAZE+) England, UK
Hong Kong Polytechnic University Hong Kong
Laboratoire Central de la Préfecture de Police (LCPP) Paris, France
National Institute of Standards and Technology (NIST) Maryland, USA
Sandia National Laboratories New Mexico, USA
Technical Institute of Fire Protection in Prague (TIFP) Prague, Czech Republic
University of Central Lancashire (UCLAN) England, UK
University of Dayton Research Institute (UDRI) Ohio, USA
University of Edinburgh Scotland, UK
University of Maryland (UMD) Maryland, USA
University of Lille - Unité Matériaux et Transformations (UMET) Lille, France
University of Queensland Queensland, Australia

1.3 Reporting of Results: The MaCFP Repository
Experimental measurements were submitted electronically by participating institutions and were organized and made
publicly available in the MaCFP repository, which is hosted on GitHub https://github.com/MaCFP/matl-db. The repos-
itory was created and is managed by members of the MaCFP Organizing Committee. All measurement data submitted
by each institution is organized in a single folder with the institution’s name. A consistent file naming convention is
used for all test data (i.e., across all folders). File names indicate the institution name, experimental apparatus, and
basic test conditions (e.g., incident heat flux or heating rate; gaseous environment). Measurement data from repeated
experiments is saved in separate files, each numbered sequentially.

Also included in each folder is a README.md file that provides a description of the test conditions of all exper-
iments conducted and submitted. Participants were asked to provide a written description of test setup and procedure
and to clearly define the conditions associated with the experiments conducted, as noted in Table 1.2.
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Table 1.2: Test conditions and output data requested from participants

Test Apparatus
Thermogravimetric Analysis (TGA) Differential Scanning Calorimetry (DSC)
Microscale Combustion Calorimetry (MCC) Cone Calorimeter
Fire Propagation Apparatus (FPA) Controlled Atmosphere Pyrolysis Apparatus (CAPA)

Test Conditions
Heating Rate [K/min] Radiant heat flux [kW/m2]
Temperature Program: Heater Temperature

Initial temperature Extracting flow rate of the gas
Conditioning isotherm (if used) Initial and Final Sample Mass
Maximum temperature Sample holder geometry and characteristics

Sample mass [mg] Thermal properties of backing insulation
Sample geometry (e.g., powdered)
Calibration type, materials used, and frequency
Carrier gas and associated flow rate
Crucible type and volume

Test Outputs
Initial and Final Sample Mass [mg] Sample Surface Area [m2]
Time-resolved Sample Mass [mg] Initial and Final Sample Mass [mg]
Time-resolved Sample Temperature [K] Time-resolved Sample Mass [mg]

Time-resolved Sample Back-Surface Temperature [K]
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Experiments Conducted

No single approach for pyrolysis model parameterization was suggested by the organizing committee of the MaCFP
Condensed Phase Subgroup. In fact, a key objective of this workshop is to catalogue the current approaches used to
parameterize pyrolysis models. Thus, participating institutions were encouraged to follow their own best practices
when selecting and conducting experiments so that discussions could be organized at the 2021 MaCFP workshop
regarding the similarities and differences of their approaches and their results (i.e., final parameterization) without
explicitly requiring a final validation versus a given test.

It was expected that participating institutions would submit data from experiments such as thermogravimetric
analysis (TGA), differential scanning calorimetry (DSC), the Cone Calorimeter, slab gasification experiments, and the
Fire Propagation Apparatus (FPA). Although participants could conduct any experiments that they deemed necessary
to provide calibration data for pyrolysis model development, a key objective of this effort was to quantify the inter-
laboratory variability for comparable experimental datasets. Thus, recommended test conditions (e.g., incident heat
flux in cone calorimeter tests or heating rate in TGA tests) were defined for standard experiments so that, if participants
conducted any of those tests as part of their pyrolysis model development, they could do so under similar conditions,
thus allowing for direct comparison of results from different laboratories.

In total, experiments were performed in eight unique apparatus under a combination of thirty-five different sets
of test conditions (e.g., incident heat flux, heating rate, and/or gaseous environment). A brief description of each of
the eight test apparatus used by participating institutions is provided in Sections 2.1 and 2.2 of this document. More
information regarding these techniques is available in the literature [14, 15]. Detailed descriptions of the specific test
conditions used by participating labs are available on the MaCFP repository https://github.com/MaCFP/matl-db.

2.1 Milligram-Scale Tests

2.1.1 Thermogravimetric Analysis (TGA)
In TGA experiments, small samples (typically 3 mg to 10 mg) are heated at a constant rate (5 ≤ β ≤ 20 K/min) or
maintained at constant elevated temperature in a carefully controlled gaseous environment (either inert or oxidative).
Time-resolved measurements of sample mass and temperature are recorded. Care should be taken to ensure that
crucibles and thermocouples selected for use in TGA tests are both compatible with the sample and test conditions
of interest and that the instrument is calibrated for use under those specific test conditions (i.e., atmosphere and
heating rate). At the start of each day’s testing, a baseline correction should also be performed to account for artificial
changes in measured sample mass due to changes in buoyancy during the heating program. Further detail regarding
the principles and practices of TGA is available elsewhere [16].

The combination of small sample size and relatively low heating rate used in TGA experiments allows for the
assumption of infinitely fast transport processes, decoupling thermal degradation reactions from heat and mass trans-
fer effects. Analysis of TGA mass and mass loss rate data thus allows for the study of condensed-phase thermal
decomposition reaction mechanisms and the determination of the kinetics of these reactions.

Twelve unique institutions submitted TGA measurements from tests conducted in four different gaseous environ-
ments at nine different heating rates. For each of these experiments, powdered samples between 2 mg and 6 mg were
loaded into crucibles, weighed, and then heated (from ambient temperature through complete thermal decomposition)

5
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at a constant rate between 1 K/min and 100 K/min. Prior to heating, some samples were loaded and kept under isother-
mal conditions for approximately 10 min to 20 min. More information, including apparatus specifications, calibration
details, and sample preparation, conditioning, and testing procedure, is provided in the README files for each exper-
iment. This documentation is available on the MaCFP repository https://github.com/MaCFP/matl-db. Tables 2.1 and
2.2 show the number of TGA tests conducted under each combination of test conditions.

Table 2.1: Test Matrix of TGA Tests Conducted in Nitrogen; table values indicate number of tests conducted under
listed test conditions

Heating Rate (K/min)
Institution 1 2 2.5 5 10 15 20 50 100
Blainville-Boisbriand 0 0 0 0 0 0 3 0 0
Chicoutimi 0 0 0 0 2 0 0 0 0
Drummondville 0 0 0 0 2 0 0 0 0
Gatineau 0 0 3 3 3 3 3 0 0
Halifax 0 0 0 0 1 0 0 0 0
Quebec 0 0 0 0 2 0 0 0 0
Rimouski 0 0 0 0 1 0 0 0 0
Rouyn-Noranda 0 0 0 0 3 0 0 0 0
Saint John 0 0 0 0 1∗ 0 0 0 0
Shawinigan 1 1 0 1 1 0 1 1 1
Sherbrooke 0 0 0 0 3 0 0 0 0
Total 1 1 3 4 19 3 7 1 1

∗ ‘Saint John’ submitted a single TGA dataset, which represents average measurements from 7 repeated tests

Table 2.2: Test Matrix of TGA Tests Conducted in Oxygen (10 or 21 vol. % in nitrogen) or in Argon; table values
indicate number of tests conducted under listed test conditions

Heating Rate (K/min)
10 10 1 10 50

Institution XO2 = 0.1 XO2 = 0.21 Pure Argon
Chicoutimi 2 4 0 0 0
Drummondville 0 2 0 0 0
Halifax 0 0 0 0 0
Moncton 0 0 1 2 3
Quebec 0 2 0 0 0
Sherbrooke 0 3 0 0 0
Total 2 11 1 2 3

2.1.2 Differential Scanning Calorimetry (DSC)
In DSC experiments, a small material sample is placed in a crucible of high thermal conductivity and heated along-
side a reference crucible in a carefully controlled gaseous environment. Unlike TGA, sample mass is not measured;
rather, time-resolved measurements of sample temperature and heat flow are recorded. Heat flow to the sample can
be measured in two ways: (1) power compensation DSC, in which the energy (supplied by electric current) needed to
maintain the sample crucible at the same temperature as the reference crucible is directly measured, or (2) heat flux
DSC, in which the temperature difference between the sample and reference pans is carefully measured during heating
and prior calibration of the instrument allows for the determination of heat flux as a function of this temperature differ-
ence. Further detail regarding the principles and practices of differential scanning calorimetry is available elsewhere
[17].

Predecisional Draft Report

https://github.com/MaCFP/matl-db


Page 7

DSC can be used to quantify the heat capacities of materials as well as heats of reaction of endo- or exothermic
condensed-phase reactions and the temperatures at which they occur. These features of interest can be determined
based on the deviations of measured heat flow to the sample versus from the baseline (heat flow to empty crucibles).
In DSC tests, the baseline is not necessarily easy to establish. The baseline itself may deviate from zero for a variety
of reasons including a mismatch of the thermal properties of the sample and the reference material, poor positioning
of crucibles themselves or of the samples within their crucible, and/or asymmetry in the construction of sample and
reference holders. Excellent thermal contact between the sample, the reference pans, and the instrument and careful
calibration of the instrument for the exact test conditions used in each experiment is essential to obtaining accurate
measurements of sample heat capacity or heats of decomposition.

Eight institutions submitted DSC measurements from tests conducted in three different gaseous environments at
five different heating rates. For most of these experiments, powdered samples between 2 mg and 6 mg were loaded into
metallic crucibles, weighed, and then heated (from ambient temperature through complete thermal decomposition) at
a constant rate between 5 K/min and 20 K/min. Some institutions submitted both TGA and DSC data that was ob-
tained using a simultaneous thermal analyzer (STA). In this report, these results are presented and analyzed separately.
One institution, ‘Shawinigan’, provided DSC measurements for determination of heat capacity “by comparison with
sapphire and using modulation.” In these tests, samples were heated and cooled (three times in each test) from 190 K
to 430 K. Tests were repeated using heating rates of 3 K/min, 10 K/min or 20 K/min.

More information, including apparatus specifications, calibration details, and sample preparation, conditioning,
and testing procedure, is provided in the README files for each experiment. This documentation is available in the
MaCFP repository https://github.com/MaCFP/matl-db. Table 2.3 shows the number of DSC tests conducted by each
institution under each combination of test conditions.

Table 2.3: Test Matrix of DSC Tests Conducted in Pure Nitrogen; table values indicate number of tests conducted
under listed test conditions

Heating Rate (K/min)
3 10 20 10 10 1 10 50

Institution Pure Nitrogen XO2 = 0.1 XO2 = 0.21 Pure Argon
Blainville-Boisbriand 0 0 3 0 0 0 0 0
Chicoutimi 0 2 0 2 4 0 0 0
Drummondville 0 2 0 0 2 0 0 0
Moncton 0 0 0 0 0 1 2 3
Quebec 0 2 0 0 2 0 0 0
Rimouski 0 1 0 0 0 0 0 0
Saint John 0 1∗ 0 0 0 0 0 0
Shawinigan 1 2 2 0 0 0 0 0
Total 1 10 5 2 8 1 2 3

∗ ‘Saint John’ submitted a single DSC dataset, which represents average measurements from 7 repeated tests

2.1.3 Microscale Combustion Calorimetry (MCC)
In MCC experiments, mg-scale samples are heated in a carefully controlled (typically anaerobic) gaseous environ-
ment, similar to TGA. Gaseous pyrolyzates produced by the sample are transported in an inert gas stream to a high-
temperature furnace where they are mixed with excess oxygen and allowed to burn to completion. Measurement of
total gas flow and oxygen concentration downstream of the furnace allows for the calculation of sample heat release
rate due to this non-flaming combustion, based on the principle of oxygen consumption calorimetry. The heat of
complete combustion is obtained from the time integral of this heat release rate and measurements of initial and final
sample mass. Further detail regarding the principles and practices of MCC is available elsewhere [18].

Two institutions provided measurement data from repeated MCC tests conducted in a pure nitrogen environment.
In each test, powdered samples between 4 mg and 7 mg were loaded into ceramic crucibles, weighed, and then
introduced into the MCC pyrolyzer for 10 min at 348.15 K. Samples were then heated from this temperature through
complete thermal decomposition at a constant heating rate of 60 K/min. Additional information, including apparatus
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specifications, calibration details, and sample preparation, conditioning, and testing procedure, is provided in the
README files for each experiment, which can be found in the MaCFP repository https://github.com/MaCFP/matl-
db.

2.2 Gram-Scale Tests

2.2.1 Cone Calorimeter

In cone calorimetry experiments, gram-scale samples (typically 10 cm square, 6 mm thick) are placed on a layer of
thermal insulation inside of a steel holder and exposed to a conical, radiant heater capable of providing an external heat
flux of 10 kW/m2 to 75 kW/m2. Samples can be supported in either the horizontal or vertical configuration (typically
horizontal) with or without a spark igniter. This provides (nominally) a one-dimensional heating scenario where
sample slabs can burn freely in well-ventilated, open-atmosphere conditions. Samples are supported above a load cell
and positioned beneath a well-instrumented exhaust hood, capable of providing oxygen consumption measurements.
Thus, the apparatus produces time-resolved measurements of sample mass loss and heat release rates. Further detail
regarding the operating principles, best practices, complete capabilities, and analysis techniques of cone calorimetry
is available elsewhere [19, 20, 21].

Eleven institutions submitted experimental measurements from 59 unique cone calorimeter tests conducted using
an applied external heat flux of 25, 50, or 65 kW/m2. For most of these tests, samples were 6 mm thick and 10 cm
square. ’Blainville-Boisbriand’ repeated experiments using smaller, circular samples, which has been reported to im-
prove repeatability of experiments [22]. Tests were conducted both with and without frames (to keep samples in place
within their holders) using a variety of backing insulation layers. Both of these features may impact the burning behav-
ior of samples during experiments. Additional information, including apparatus specifications and calibration details,
backing insulation thermal conductivity, and sample preparation, conditioning, and testing procedure, is provided in
the README files for each experiment, which can be found in the MaCFP repository https://github.com/MaCFP/matl-
db. Table 2.4 lists the number of cone calorimeter experiments conducted under each combination of test conditions.

Table 2.4: Test Matrix of Cone Calorimeter Experiments; table values indicate number of tests conducted under listed
test conditions

Incident Heat Flux (kW/m2)
Institution 25 50 65
Baie-Comeau 0 0 3
Blainville-Boisbriand 6 3 3
Cape-Breton 3 0 3
Chicoutimi 2 0 2
Drummondville 2 0 2
Gatineau 4 0 4
Halifax 3 0 0
Quebec 3 0 3
Rimouski 1 0 1
Rouyn-Noranda 3 0 4
Sherbrooke 2 0 2
Total 29 3 27

2.2.2 Anaerobic Gasification

Six institutions conducted a total of 27 anaerobic gasification experiments using three different experimental appara-
tus: a Controlled Atmosphere Cone Calorimeter, a Fire Propagation Apparatus (FPA), or a Controlled Atmosphere
Pyrolysis Apparatus (CAPA). All three apparatus produce nominally one-dimensional heating of gram-scale samples
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(here, 6 mm thick) in an anaerobic environment. Table 2.5 lists the number of gasification experiments conducted
under each combination of apparatus type and test conditions.

Table 2.5: Test Matrix of Gasification Experiments; table values indicate number of tests conducted under listed test
conditions

Controlled Atmosphere Cone CAPA FPA
Incident Heat Flux (kW/m2)

Institution 25 50 65 25 60 25 50 65
Baie-Comeau 0 0 3 0 0 0 0 0
Blainville-Boisbriand 3 2 0 0 0 0 0 0
Charlottetown 0 0 0 0 0 3 3 3
Chicoutimi 0 0 0 0 0 2 0 2
Quebec 0 0 2 0 0 0 0 0
Saint John 0 0 0 2 2 0 0 0
Total 3 2 5 2 2 5 3 5

Controlled Atmosphere Cone Calorimetry In controlled atmosphere cone calorimetry, a standard cone calorimeter
(described above) is modified by building an enclosure around the heater and the sample platform. By supplying a well-
defined mixture of nitrogen, oxygen, and/or air to this enclosure, a reduced oxygen environment can be maintained
around the sample. Further information regarding the development of controlled atmosphere cone calorimetry and an
explanation of how the controlled-atmospheres unit is operated is provided elsewhere [23].

Controlled Atmosphere Pyrolysis Apparatus (CAPA) The most recent version of this apparatus, CAPA II, was
used to obtain the reported data. CAPA II provides a well-defined, axi-symmetric, one-dimensional heating environ-
ment in which a disc-shaped sample (7 cm diameter) is exposed to radiant heat supplied by the heating element of
a cone calorimeter. The oxygen concentration around the sample can be reduced below 1 % by supplying a co-flow
of pure nitrogen around the sample. The sample rests on a painted copper foil exposed to the atmosphere to enable
a non-intrusive back surface temperature measurement. In each experiment, time-resolved measurements of sample
mass, back surface temperature, and sample profile evolution are recorded simultaneously. Additional information
about CAPA II, including quantification of boundary conditions, measurement capabilities and technique, and sample
preparation, conditioning, and testing procedure, is available elsewhere [24].

Fire Propagation Apparatus (FPA) In the FPA, for ignition, pyrolysis, and combustion tests (i.e., not for flame
spread), horizontal samples (either 10 cm square or in diameter) are supported on a mass balance and exposed to
external radiant heat from four quartz heaters typically operating at significantly higher temperatures than the heating
element of the cone calorimeter. Samples are surrounded by a 17 cm diameter quartz tube, which allows for the
co-flow of well-regulated mixtures of nitrogen and/or oxygen around the sample, thus allowing for the generation
of an anerobic environment. Additional information about the FPA, including further discussion on its measurement
capabilities, and sample preparation, conditioning, and testing procedure, is available elsewhere [25].

2.2.3 Thermal Conductivity and Diffusivity
“Direct measurements” of thermal conductivity and diffusivity were provided by one institution, using two separate
apparatus: TPS hot disk [26] and Laser Flash [27]. The reader is referred to the technical reference guides and/or
user’s manuals of each of these instruments for further information regarding their operating principles and related test
procedures.
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Chapter 3

Experimental Results

In this section, experimental measurements from both mg- and g-scale tests are presented. When tests were conducted
under the same nominal experimental conditions (e.g., heating rate, incident heat flux, and/or gaseous environment)
and when data provided by different institutions showed qualitative agreement, average curves (e.g., heat release rate
or mass loss rate vs. time or temperature) were calculated; these mean values are identified throughout the text by
symbols with overbars. Type A uncertainties [28] of these mean values are reported for all data as two standard
deviations of the mean calculated over at least three independent observations, unless otherwise stated.

It should be noted that some variations between datasets are simply stochastic (i.e., random, unavoidable noise
in repeated tests); however, others may result from systematic causes such as calibration differences in mg-scale
experiments or sample holder and/or insulation type in g-scale experiments. Consequently, although clear outliers
are not considered when calculating average curves (see further discussion throughout this section on how outliers
are identified), care should be taken to understand if/how underlying differences in test conditions or procedure may
have impacted the response of samples during experiments and thus how this may affect the final averaged dataset.
Ultimately, average curves represent the aggregate of data as received, some of which may require corrections by the
original submitting institution (e.g., if a dataset was incorrectly labeled or submitted).

The measurement data presented here is provided with limited processing and should be considered as a prelimi-
nary summary to highlight the information that is available in the MaCFP repository https://github.com/MaCFP/matl-
db as of September 21, 2020. Further analysis of these results, including determination if correlation or causation
of similarities or differences in datasets submitted by different institutions can be found (e.g., due to variations in
instrument design, calibration or test procedure, and/or sample holder), will be provided in a future report.

3.1 Milligram-Scale Tests

3.1.1 Thermogravimetric Analysis (TGA)

Heating Rate

All TGA experiments submitted to this workshop were performed at constant heating rates between 1 K/min and
100 K/min. In practice, actual heating rate may vary throughout the course of experiments (especially at their start,
while the TGA furnace is heating up). Figures 3.1 and 3.2 show actual time-resolved heating rates in tests conducted,
nominally, at β = 10 K/min and 20 K/min, respectively. In either figure, each curve represents the mean instantaneous
heating rate as calculated from repeated experiments conducted by the same institution, under the same gaseous
environment and target heating rate. When multiple curves are shown for the same institution on Fig. 3.1, they
represent average heating rates measured in tests conducted under different gaseous environments (e.g., pure nitrogen,
pure argon, or 10 vol. % to 21 vol. % oxygen in nitrogen).

As shown here, the actual heating rate can vary significantly during the early stages of testing (i.e., as samples
are first heated from 50 K to 150 K above their initial temperature) before the heating rate, β , finally reaches its target
value. For experiments conducted by a single institution at the same nominal heating rate but under different gaseous
environments, no systematic differences in time-resolved heating rates were observed.
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Figure 3.1: Average (of repeated experiments conducted by a single institution in the same gaseous environment)
instantaneous heating rate during TGA experiments conducted at a nominal heating rate of β = 10 K/min. Repeated
curves for the same institution represent measurement data from tests conducted in different gaseous environments.
Note: TGA tests submitted by ‘Gatineau’ at 10 K/min appear to have been conducted at 20 K/min.
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Figure 3.2: Average (of repeated experiments conducted by a single institution) reported instantaneous heating rate
during TGA experiments conducted at a nominal heating rate of β = 20 K/min; all tests conducted in pure nitrogen.
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Mass Fraction and Mass Loss Rate

The key measurements recorded during TGA tests are sample mass, m (mg); temperature, T (K); and the time, t (s),
at which these two values are recorded. Both m and T were reported as time-resolved measurements. Prior to further
analysis, sample mass was normalized by initial mass, m0, which was calculated as the mean value recorded during
the first 5 s of the experiment.

Tests were run, nominally, at constant heating rates and both sample mass and temperature were reported at regular
time or temperature intervals; effectively this meant that sample mass was reported, in most experiments, every 0.5 K
(the full range of reporting frequencies in datasets submitted by different institutions varied between 0.1 K and 1 K per
mass measurement, with two institutions submitting data with 5 K or 6.7 K resolutions). Reporting frequency was not
necessarily constant and, due to the nature of the experiment, measured sample temperature could actually decrease
from one time step to the next.

For all tests, normalized mass, m/m0, and time, t, signals were thus first processed using linear interpolation
such that they were each reported at the same regular intervals (i.e., every 0.5 K). For two experimental datasets,
‘Chicoutimi’ and ‘Rimouski’, the original reporting frequency of one or more of these signals was deemed too coarse
(every 5 K or 6.7 K) for this linear interpolation, thus this processing was not applied. Prior to further analysis, noise
in all individual m/m0 curves was reduced by applying a Savitzky-Golay filter (third order polynomial fit; 31 data
point range). These fitting parameters were determined by trial and error, and future work will examine optimizing the
choice of these parameters. Figure 3.3 shows the effect of this filter on a representative TGA dataset (data submitted
by ‘Halifax’ from a test in pure nitrogen at 10 K/min).

Normalized mass loss rate was then calculated for each replicate j at each temperature, Ti, as the numerical
derivative of filtered sample mass curves across a 1 K interval, as follows:

ṁi, j

m0, j
=

1
m0, j

(
mi−1, j−mi+1, j

)
(ti+1− ti−1)

(3.1)

In this way, the time step, ∆t, needed for this calculation could vary (see previous discussion on heating rates) but it
would always correspond to the time needed for sample mass to increase by 1 K).

Figure 3.3 shows the effect of applying this Savitzky-Golay filter to a particularly noisy set of TGA measurements.
Here, filtered and unfiltered mass data is plotted (left axis; green and blue curves, respectively) along with filtered and
unfiltered mass loss rate data (right axis; black and red curves, respectively). With this filter, random noise in the signal
is cleanly removed but meaningful signal data remains; relevant mass loss events are not over-smoothed; no shift is
observed in the onset or peak temperature of reactions, which could occur if a larger time interval, ∆t, were used to
smooth calculated mass loss rate; and the peak mass loss rate is well captured. Given the effectiveness that this filter
has demonstrated, it has been applied to all TGA measurements submitted to this workshop, prior to further analysis.

Figures 3.4 through 3.6 show measurement data from 4, 19, and 7 repeated tests conducted in pure nitrogen
at nominal heating rates of β = 5 K/min, 10 K/min, and 20 K/min, respectively. Figure 3.5 also includes TGA
measurements from ‘Moncton’, which conducted two anaerobic tests at 10 K/min in pure argon. Figure 3.7 shows
measurements from 11 repeated tests conducted in oxygen and nitrogen (XO2 = 0.21) at a nominal heating rate of
β = 10 K/min.

Based on these measurements, average TGA curves and an estimate of measurement uncertainty were calculated
for each of these conditions. An effort was made to include as much data as possible in the generation of these average
curves; however, clear outliers (full curves, not just individual data points) were not used for the calculation of mean
and standard deviation values. These datasets are still plotted in Figs. 3.4 through 3.7 with a note identifying them as
outliers in the captions below their respective figures. For TGA measurements, datasets were defined as outliers, for
example, when additional mass loss events were observed (‘Quebec’ tests in N2 at 10 K/min), peak mass loss rates
were greater than 50 % of the average of all other data, or a temperature shift of approximately 20 K or greater was
observed in measurement results.

For brevity, this document supplies figures of TGA measurement data only when repeated measurements under
those test conditions were supplied by multiple labs. Normalized mass and mass loss rate curves (individual test data,
along with average curves) from all TGA experiments conducted by all labs and under all experimental conditions (all
heating rates and gaseous environments) are supplied in the Supplemental Information section.

When repeated measurements were available (submitted by the same or different lab(s) and conducted under the
same incident heating conditions and gaseous environment) average mass loss rate was calculated at each temperature,
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Figure 3.3: Filtered and unfiltered mass data from a single TGA experiment conducted by ‘Halifax’ in pure nitrogen
at 10 K/min as well as the resulting mass loss rate curves calculated from this mass data.

Ti, as the mean value reported from all (excluding noted outliers) repeated tests, j:(
ṁ
m0

)
i
=

1

∑
N j
j=1 Ni

N j

∑
j=1

i+n

∑
i′=i−n

ṁi′, j

m0, j
(3.2)

where Ni is equal to the number of measurements from an individual experiment, j, reported in the interval (i−n)≤
i≤ (i+n) and n is chosen based on whether the data is from the same laboratory or not. N j is the number of replicate
tests. The standard deviation of the mean, σmean,i, was calculated at each temperature, Ti, as:

σmean,i =

√√√√√
 1

(∑
N j
j=1 Ni)((∑

N j
j=1 Ni)−1)

N j

∑
j=1

i+n

∑
i′=i−n

(
ṁi′, j

m0, j
−
(

ṁ
m0

)
i

) (3.3)

When the average and standard deviation of the mean were calculated using data provided by the same lab (except
for ‘Chicoutimi’ and ‘Rimouski’), n = 2 because it is assumed that variations in these repeated measurements should
be minimal within a 4 K interval when tests are conducted by the same institution (these values are plotted in the
Supplemental Information section). When the average and standard deviation of the mean were calculated across all
labs (or for ‘Chicoutimi’ and ‘Rimouski’, due to coarser data reporting frequency), n = 0 because greater variability is
expected between these individual tests (or data was simply not reported at a high enough frequency to allow for such
calculations).

Figure 3.8 plots average mass and mass loss rate curves from anaerobic TGA tests conducted at 5, 10, and
20 K/min on a single set of axes. Figure 3.9 plots average mass and mass loss rate curves along with measurements
from 11 individual tests conducted in oxygen and nitrogen (XO2 = 0.21) at a nominal heating rate of β = 10 K/min; this
allows for a qualitative representation of the ‘fit’ of this average curve to repeated measurements submitted by various
institutions. In each plot (Figs. 3.8 and 3.9) average mass and mass loss rate is plotted as a solid curve surrounded by
a shaded area, which represents two standard deviations of the mean, 2σmean,i.
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Figure 3.4: Normalized (a) mass and (b) mass loss rate of TGA tests conducted in pure nitrogen at a nominal heating
rate of β = 5 K/min.
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Figure 3.5: Normalized (a) mass and (b) mass loss rate of TGA tests conducted in pure nitrogen (or pure argon,
‘Moncton’) at a nominal heating rate of β = 10 K/min. The following datasets are identified as outliers and will not
be used for the calculation of mean and standard deviation values: ‘Gatineau’ (clearly too high, likely conducted at
β = 20 K/min; see Fig. 2); ‘Quebec’ (two peaks); ‘Rouyn-Noranda’ ( 20 K shift in temperature).
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Figure 3.6: Normalized (a) mass and (b) mass loss rate of TGA tests conducted in pure nitrogen at a nominal heating
rate of β = 20 K/min.
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Figure 3.7: Normalized (a) mass and (b) mass loss rate of TGA tests conducted in oxygen and nitrogen (XO2 = 0.21)
at a nominal heating rate of β = 10 K/min.
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Figure 3.8: Average normalized (a) mass and (b) mass loss rate of TGA tests conducted in pure nitrogen at β =
5 K/min, 10 K/min, and 20 K/min. Average curves are calculated using all submitted data from tests conducted
under the same conditions, excluding outliers, as noted above; shaded areas represent 2σmean,i. Note: the average
measurements plotted at 10 K/min include data from two anaerobic tests conducted at 10 K/min in pure argon.
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Figure 3.9: Normalized (a) mass and (b) mass loss rate of TGA tests conducted in oxygen and nitrogen (XO2 = 0.21)
at a nominal heating rate of β = 10 K/min; shaded grey areas represent 2σmean,i.
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Tabulated values of interest

The peak normalized mass loss rate and the temperature at which it was recorded was calculated for each TGA
experiment. Additionally, an “onset” temperature, defined as the lowest temperature at which the normalized mass
loss rate exceeds 10 % of its peak value, was calculated. The arithmetic mean and standard deviation (‘Std Dev’) of
each of these values are reported in Tables 3.1, 3.2, and 3.3, respectively, for TGA experiments conducted under the
most commonly performed test conditions submitted by all institutions. Here, the reported uncertainty is one standard
deviation of the average value of measurements made by one organization at one exposure level.

Table 3.1: Peak normalized mass loss rate (s−1) in TGA Experiments

Pure NitrogenD XO2 = 0.21
5 K/min 10 K/min 20 K/min 10 K/min

Institution Mean Std Dev Mean Std Dev Mean Std Dev Mean Std Dev
Blainville-Boisbriand - - - - 5.3E-03 1.6E-04 - -
Chicoutimi - - 2.8E-03A 3.5E-05A - - 3.2E-03 8.4E-04
Drummondville - - 2.9E-03 1.2E-04 - - 3.2E-03A 9.5E-05A

Gatineau 1.3E-03 2.3E-05 5.2E-03 1.2E-04 5.2E-03 1.2E-04 - -
Halifax - - 3.3E-03 B - - - -
Moncton - - 3.1E-03AD 6.6E-05AD - - - -
Quebec - - 1.8E-03C 1.0E-05C - - 3.3E-03A 2.5E-04A

Rimouski - - 2.8E-03 B - - - -
Rouyn-Noranda - - 2.7E-03 3.2E-05 - - - -
Saint John - - 3.0E-03 B - - - -
Shawinigan 1.6E-03 B 3.1E-03 B 6.2E-03 B - -
Sherbrooke - - 2.8E-03 3.0E-05 - - 3.8E-03 7.7E-05

ACalculated based on two values
BStandard deviation not calculated, only one experimental dataset provided
CSuspected error in submitted dataset, see mass loss rate in Fig. 3.5
D‘Moncton’ experiments were conducted in Argon
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Table 3.2: Temperature, Tmax (K), at which the peak mass loss rate is observed in TGA Experiments

Pure NitrogenD XO2 = 0.21
5 K/min 10 K/min 20 K/min 10 K/min

Institution Mean Std Dev Mean Std Dev Mean Std Dev Mean Std Dev
Blainville-Boisbriand - - - - 649 2 - -
Chicoutimi - - 638A 0A - - 612 3
Drummondville - - 634 1 - - 606A 4A

Gatineau 627 1 647 2 647 2 - -
Halifax - - 644 B - - - -
Moncton - - 646AD 1AD - - - -
Quebec - - 592C 3C - - 609A 0A

Rimouski - - 641 B - - - -
Rouyn-Noranda - - 624 2 - - - -
Saint John - - 640 B - - - -
Shawinigan 624 B 635 B 642 B - -
Sherbrooke - - 639 1 - - 602 2

ACalculated based on two values
BStandard deviation not calculated, only one experimental dataset provided
CSuspected error in submitted dataset, see Fig. 3.5
D‘Moncton’ experiments were conducted in Argon

Table 3.3: Onset of Decomposition Temperature, Tonset (K), in TGA Experiments

Pure NitrogenD XO2 = 0.21
5 K/min 10 K/min 20 K/min 10 K/min

Institution Mean Std Dev Mean Std Dev Mean Std Dev Mean Std Dev
Blainville-Boisbriand - - - - 589 5 - -
Chicoutimi - - 580A A - - 553 9
Drummondville - - 581 3 - - 560A A
Gatineau 555 1 577 2 577 2 - -
Halifax - - 596 B - - - -
Moncton - - 580AD 1AD - - - -
Quebec - - 550C 1C - - 559A 10A

Rimouski - - 584 B - - - -
Rouyn-Noranda - - 561 2 - - - -
Saint John - - 591 B - - - -
Shawinigan 579 B 588 B 595 B - -
Sherbrooke - - 578 0 - - 559 1

ACalculated based on two values
BStandard deviation not calculated, only one experimental dataset provided
CSuspected error in submitted dataset, see Fig. 3.5
D‘Moncton’ experiments were conducted in Argon
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3.1.2 Differential Scanning Calorimetry (DSC)
The key measurements recorded during DSC tests are heat flow to the sample, q̇/m0 (W/g), sample temperature, T (K),
and the time, t (s), at which these values were recorded. Both q̇ and T were reported as time-resolved measurements.
Prior to further analysis, submitted heat flow measurements were all adjusted such that endothermic events (e.g., heat
flow to the sample during thermal decomposition at approximately 600 K to 650 K) would be recorded as positive
(increasing) events, with respect to the baseline. Due to significant deviations in reported DSC data (potentially as a
result of calibration, baseline correction, or instrumentation issues) negative and/or positive heat flow measurements
do not necessarily indicate exothermic and/or endothermic events. Consequently, careful consideration should be
made if attempting to use these measurements for determination of PMMA heat capacity or heat of decomposition. As
described later in this section, an estimate of the heat of decomposition of PMMA is made based on a more detailed
analysis of DSC measurements that were obtained simultaneously with TGA data in a Simultaneous Thermal Analysis
apparatus (STA).

Most DSC tests were run at constant heating rates. Both heat flow to the sample and sample temperature were
reported at regular time or temperature intervals. Much like TGA data, effectively this meant that heat flow to the
sample was reported, in most experiments, approximately every 0.5 K (the full range of reporting frequencies in
datasets submitted by different institutions typically varied between 0.1 K and 1 K per mass measurement, with
two institutions, ‘Chicoutimi’ and ‘Rimouski’, submitting data with 5 K and 6.7 K resolutions, respectively). This
reporting frequency was not constant and, due to the nature of the experiment, measured sample temperature could
actually decrease from one time step to the next.

For all tests, heat flow signals were first processed using linear interpolation such that they were each reported
at the same regular temperature intervals (i.e., every 0.5 K). For two experimental datasets (i.e., ‘Chicoutimi’ and
‘Rimouski’), the original reporting frequency of one or more of these signals was deemed too coarse for this linear
interpolation, thus this processing was not applied. Integral heat flow, q/m0 (J/g), was calculated for each replicate
test, j, using the trapezoidal rule:

qi, j

m0, j
=

i

∑
i′=1

1
2

(
q̇i′, j

m0, j
+

q̇i′−1, j

m0, j

)
(ti′ − ti′−1) (3.4)

Figures 3.10 and 3.11 show measurement data from 8 repeated tests conducted in pure nitrogen or in oxygen and
nitrogen (XO2 = 0.21), respectively, at a nominal heating rate of β = 10 K/min. Instantaneous and integral heat flow
curves from DSC experiments conducted by all labs and under all experimental conditions (all heating rates and
gaseous environments) are supplied in the Supplemental Information section.
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Figure 3.10: Measured (a) heat flow and (b) integral heat flow data from DSC tests conducted in pure nitrogen at a
nominal heating rate of β = 10 K/min. Data provided by ‘Saint John’ was submitted as an average measurement of 7
repeated tests. Uncertainty values in these measurements, which are plotted in the top image as shaded error bars and
represent two standard deviations of the mean, were provided by ‘Saint John’; these uncertainties are small, thus they
appear to only increase the thickness of the curve.

Predecisional Draft Report



Page 25

300 400 500 600 700 800

Temperature [K]

-2

0

2

4

6

H
ea

t F
lo

w
 [W

 g
-1

]

Chicoutimi
Chicoutimi
Chicoutimi
Chicoutimi
Drummondville
Drummondville
Quebec
Quebec

(a)

300 400 500 600 700 800

Temperature [K]

-500

0

500

1000

1500

2000

2500

In
te

gr
al

 H
ea

t F
lo

w
 [J

 g
-1

]

Chicoutimi
Chicoutimi
Chicoutimi
Chicoutimi
Drummondville
Drummondville
Quebec
Quebec

(b)

Figure 3.11: Measured (a) heat flow and (b) integral heat flow data from DSC tests conducted in oxygen and nitrogen
(XO2 = 0.21) at a nominal heating rate of β = 10 K/min.
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Due to significant deviations in heat flow measurements provided by each lab for tests conducted under the same
set of heating and gaseous environment conditions, average DSC curves were not calculated based on measurements
submitted by different institutions. However, when repeated measurements were available (submitted by the same
institution and conducted under the same incident heating conditions and gaseous environment) average heat flow and
integral heat flow were calculated at each temperature point, Ti, as the mean value reported from all repeated tests:(

q̇
m0

)
i
=

1

∑
N j
j=1 Ni

N j

∑
j=1

i+2

∑
i′=i−2

q̇i′, j

m0, j
(3.5)

where Ni is equal to the number of DSC measurements from an individual experiment, j, reported in the interval
(i− n) ≤ i ≤ (i+ n). Here, n = 2 because it is assumed that variations in these repeated measurements should be
minimal within a 4 K interval when tests are conducted by the same institution. The standard deviation of the mean,
σmean,i, is calculated at each temperature, Ti, as:

σmean,i =

√√√√√
 1

(∑
N j
j=1 Ni)((∑

N j
j=1 Ni)−1)

N j

∑
j=1

i+2

∑
i′=i−2

(
q̇i′, j

m0, j
−
(

q̇
m0

)
i

) (3.6)

Average instantaneous and integral heat flow curves from DSC experiments conducted by all labs and under all
experimental conditions (all heating rates and gaseous environments) are supplied in the Supplemental Information
section.

Due to the deviations between DSC heat flow measurements provided by each lab, analysis of this data for the
purposes of heat capacity or heat of reaction determination may not be possible. However, when DSC measurements
were obtained simultaneously with TGA data (i.e., in an STA experiment), an estimate of the heat of decomposition
of PMMA can be calculated as follows. First, onset and endset temperatures of the primary mass loss reaction were
defined (following the approach in Section 3.1.1) as the lowest and highest temperatures, respectively, at which nor-
malized mass loss rate exceeded 10 % of the peak value. Normalized sample mass loss due to decomposition across
this temperature range was calculated:

∆m
m0

=
monset

m0
− mendset

m0
(3.7)

On average, approximately 90 % of initial sample mass was lost as samples were heated through this temperature
range. Next, a baseline of heat flow to the sample crucible (neglecting the energy needed for decomposition) during
this time was calculated as follows:(

q
m0

)
baseline

=
1
2

[(
q̇

m0

)
onset

+

(
q̇

m0

)
endset

]
(tendset− tonset) (3.8)

Subtraction of this baseline from the total integral heat flow during the period of active decomposition, qtot = qendset−
qonset, and scaling of this value by measured normalized mass loss in this period produces an estimate of the value of
the total heat of decomposition of this reaction:

hr =
(qtot−qbaseline)

∆m
(3.9)

Individual values of hr are presented in Table 3.4 for each individual test in which TGA and DSC measurements were
obtained simultaneously in an anaerobic environment1.

1‘Drummondville’ and ‘Rimouski’ heat flow data was not analyzed in this manner, even though experiments were conducted in an STA, as a
meaningful heat flow reaction peak could not be discerned due to unstable heat flow baselines in measurements submitted by these two institutions.
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Table 3.4: Calculated heats of reaction, hr (J/g), in anaerobic DSC tests

Institution Carrier Heating Rate Heat of Reaction (J/g)
Gas (K/min) Test 1 Test 2 Test 3

1 1180 - -
Moncton Argon 10 457 454 -

50 207 274 214
Blainville-Boisbriand Nitrogen 20 410 498 508
Chicoutimi Nitrogen 10 783 852 -
Quebec Nitrogen 10 1142 970 -
Saint John Nitrogen 10 695A - -

A ‘Saint John’ submitted a single dataset, which represents average measurements from 7 repeated tests

DSC measurements were also conducted by one institution (‘Shawinigan’) with a custom heating program in
which unique tests at three separate heating rates (3, 10, and 20 K/min) samples were heated and cooled three times
from 190 K to 430 K in a pure nitrogen environment. Heat flow measurements from the heating phases of these
experiments are provided in Figure 3.12. Following the recommendations of ‘Shawinigan’, who indicated that a
heating of 30 K to 50 K was needed to reach equilibrium, measurement data is only plotted between 240 K and 430 K.
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Figure 3.12: Measured heat flow during DSC experiments conducted at low temperatures.
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3.1.3 Microscale Combustion Calorimetry (MCC)

Two institutions conducted MCC experiments in nitrogen at 60 K/min; this data is shown in Fig. 3.13. ‘Halifax’
submitted data from only two experiments; ‘Saint John’ submitted a single dataset that represents the average of four
repeated experiments. Due to the limited availability of measurement data, statistics are therefore not calculated or
presented for MCC tests. Uncertainty measurements plotted in Fig. 3.13 were provided by ‘Saint John’; they represent
two standard deviations of the mean [29]. Final, steady state values of the integral heat release rate curve - effectively,
the heat of combustion2 - average 23.5 kJ/g and 24.5 kJ/g for ‘Halifax’ and ‘Saint John’ measurements, respectively.
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Figure 3.13: Measured (a) HRR and (b) integral HRR in MCC experiments conducted at 60 K/min. Data provided by
‘Saint John’ was submitted as an average measurement of 4 repeated tests.

2The heat of combustion, ∆Hc, is equal to the total energy released per gram of gaseous volatiles produced when the char yield, µchar = 0.
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3.2 Bench-Scale Tests

3.2.1 Cone Calorimeter
Key measurement data from cone calorimeter tests include: initial sample-area-normalized heat release rate, Q̇′′ (kW/m2),
sample mass, m (g), and back surface temperature, Tback (K). Each quantity was reported as a time-resolved measure-
ment. For most tests, recording frequencies were close to or equal to 1 Hz. For almost all tests, the data was linearly
interpolated to 1 Hz. For some experimental datasets (i.e., ‘Gatineau’ and ‘Rimouski’), the original reporting fre-
quency of one or more of these signals was deemed too coarse (0.2 Hz or 0.05 Hz) for this linear interpolation, thus
this processing was not applied.

Heat Release Rate

Ten institutions submitted a total of 30 cone calorimeter tests conducted at 25 kW/m2 (1 ≤ j ≤ 6 per institution).
Figure 3.14 plots measured heat release rate (HRR) from tests submitted by each lab. Measurements submitted by
‘Drummondville’ (dark green markers) can be identified as clear outliers. Further analysis to determine an average
heat release rate for cone calorimeter tests conducted at 25 kW/m2 was thus conducted based on all measurement
data shown in Fig. 3.14 except for that submitted by ‘Drummondville’. Data submitted by ‘Sherbrooke’ (light blue,
delayed ignition) and ‘Cape-Breton’ (red, reduced HRR) measurements were still included in the average.

Only one institution, ‘Blainville-Boisbriand’, conducted experiments at 50 kW/m2 (three repeated experiments).
Heat release rate measurements from these tests are plotted in Fig. 3.15.

Ten institutions submitted a total of 27 tests conducted at 65 kW/m−2 (1 ≤ j ≤ 4 repeats per institution). Fig-
ure 3.16 plots measured HRR from each of these tests. Measurements submitted by ‘Drummondville’ (dark green
markers) and two experiments submitted by ‘Gatineau’ (dark blue markers) are identified as outliers. The averages
for tests at 65 kW/m2 are based on all data shown in Fig. 3.16 except for these two datasets. Data submitted by ‘Sher-
brooke’ (light blue, delayed rise in HRR) and ‘Cape-Breton’ (red, reduced HRR) measurements were still included.

When repeated measurements were available (submitted by the same or different lab(s) under the same incident
heating conditions) average HRR was calculated at each time step, ti, as the mean value reported from all repeated
tests, N j:

Q̇′′i =
1

∑
N j
j=1 Ni

N j

∑
j=1

i+n

∑
i′=i−n

Q̇′′i′, j (3.10)

where Ni is equal to the number of measurements from an individual experiment, j, reported in the interval (i−n)≤
i ≤ (i+ n) and n depends on whether the data is from one lab or more than one lab. The standard deviation of the
mean, σmean,i, is calculated at each time step, ti, as:

σmean,i =

√√√√√
 1

(∑
N j
j=1 Ni)((∑

N j
j=1 Ni)−1)

N j

∑
j=1

i+n

∑
i′=i−n

(
Q̇′′i′, j− Q̇′′i

) (3.11)

For data provided by the same lab (except for ‘Gatineau’ and ‘Rimouski’ due to lower reporting frequencies),
n = 2 because it is assumed that variations in these repeated measurements should be minimal within a 4 s interval
when tests are conducted by the same institution. For data across all labs (or for ‘Gatineau’ and ‘Rimouski’, due to
their coarser time resolution), n = 0 because greater variability is expected between these individual tests (or data was
simply not reported at a high enough frequency to allow for such calculations).

Figure 3.17 plots average HRR curves from cone calorimeter tests conducted at 25, 50, and 65 kW/m2. Heat
release rate measurements from cone calorimeter experiments conducted by all labs and under all external heating
conditions (both individual measurements and average values, plotted with associated uncertainties) are supplied in
the Supplemental Information section.
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Figure 3.14: Measured heat release rate in cone calorimeter tests at 25 kW/m2. Curves for each institution represent
heat release rate measurements from individual experiments.
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Figure 3.15: Measured heat release rate in cone calorimeter tests at 50 kW/m2. All measurements submitted by
‘Blainville-Boisbriand’.

Predecisional Draft Report



Page 32

0 50 100 150 200 250 300

time [s]

0

500

1000

1500
H

R
R

 [k
W

 m
-2

]
Cone_65kW

Baie-Comeau
Baie-Comeau
Baie-Comeau
Blainville-Boisbriand
Blainville-Boisbriand
Blainville-Boisbriand
Cape-Breton
Cape-Breton
Cape-Breton
Chicoutimi
Chicoutimi
Drummondville
Drummondville
Gatineau
Gatineau
Gatineau
Gatineau
Quebec
Quebec
Quebec
Rimouski
Rouyn-Noranda
Rouyn-Noranda
Rouyn-Noranda
Rouyn-Noranda
Sherbrooke
Sherbrooke

Figure 3.16: Measured heat release rate in cone calorimeter tests at 65 kW/m2. Curves for each institution represent
heat release rate measurements from individual experiments.
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Figure 3.17: Comparison of average measured HRR in cone calorimeter tests at incident heat fluxes, q̇′′ext, of
25 kW/m−2, 50 kW/m−2, and 65 kW/m2. Average curves are calculated using all submitted data from tests con-
ducted under the same conditions, excluding outliers, as noted above; shaded areas represent 2σmean,i.
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Back Surface Temperature

If measured in cone calorimeter tests, back surface temperature, Tback, was recorded at up to three locations (k=3)
during each experiment. Eight institutions submitted 30 temperature measurements from a total of 19 unique cone
calorimeter tests conducted with an external heat flux of 25 kW/m−2. Between 1 ≤ j ≤ 4 repeated experiments were
submitted by each institution. Figure 3.18 plots back surface temperature measurements from tests submitted by
each lab. As seen here, measurements submitted by ‘Cape-Breton’ (red markers) can be identified as clear outliers
(too low). Additionally, 4 out of 6 ‘Chicoutimi’ measurements (yellow markers) are also noted as outliers: these
temperatures were not measured directly at the back surface of samples. The average back surface temperature for
cone calorimeter tests conducted at 25 kW/m2 was calculated based on all measurement data shown in Fig. 3.18 except
for these datasets.

Only one institution, ‘Blainville-Boisbriand’, conducted experiments at 50 kW/m2. In one of these experiments,
Tback was measured at one location; this data is plotted in Fig. 3.19 and no further statistical analysis is performed.

Nine labs submitted 33 temperature measurements from a total of 17 unique cone calorimeter tests conducted
at 65 kW/m2. Between 1 ≤ j ≤ 4 repeated experiments were submitted by each institution; up to 3 thermocouples
were used in each test. Figure 3.20 plots back surface temperature measurements from tests submitted by each lab.
Once again, measurements submitted by ‘Cape-Breton’ (red markers) and 4 of 6 ‘Chicoutimi’ measurements (yellow
markers) were identified as clear outliers. The average back surface temperature for cone calorimeter tests conducted
at 65 kW/m2 was calculated based on all measurement data shown in Fig. 3.20 except for these datasets.

For repeated measurements, the average back surface temperature was calculated at each time step, ti, as the mean
value reported from all Nk j locations in all N j repeated tests:

Tback,i =
1

Ntot

N j

∑
j=1

Nk j

∑
k=1

i+n

∑
i′=i−n

Tback,i′, j,k (3.12)

where:

Ntot =
N j

∑
j=1

Nk j

∑
k=1

Ni (3.13)

and where Ni is equal to the number of measurements from an individual experiment, j, reported in the interval
(i− n) ≤ i ≤ (i+ n) and n depends on whether the data is from one lab or more than one lab. Nk j is the number of
measurement locations for the jth test. The standard deviation of the mean, σmean,i, is calculated at each time step, ti,
as:

σmean,i =

√√√√√
 1

Ntot

1
(Ntot−1)

N j

∑
j=1

Nk j

∑
k=1

i+n

∑
i′=i−n

(
Tback,i′, j,k−Tback,i

) (3.14)

For data provided by the same lab, n = 2 because it is assumed that variations in these repeated measurements
should be minimal within a 4 s interval when tests are conducted by the same institution. For data provided by all the
labs, n = 0 because greater variability is expected.

Figure 3.21 plots average Tback curves from cone calorimeter tests conducted at 25, 50, and 65 kW/m2. Back
surface temperature measurements from cone calorimeter experiments conducted by all labs and under all external
heating conditions (both individual measurements and average values, plotted with associated uncertainties) are sup-
plied in the Supplemental Information section. As seen in Figs. 3.18 through 3.20, the back surface temperature shows
a distinct increase towards the end of each experiment. This occurs when sample burnout is observed; the time to
burnout varies between repeated experiments conducted by each institution. Measurements of Tback reported after
sample burnout do not offer useful information for further analysis, thus the curves are only calculated (and plotted in
Fig. 3.21) prior to this event.
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Figure 3.18: Measured back surface temperature in cone calorimeter tests conducted at 25 kW/m2. Each curve (except
for 4 of 6 ‘Chicoutimi datasets’) represents measurements recorded at the back surface of samples by individual
thermocouples in repeated experiments.
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Figure 3.19: Measured back surface temperature from a cone calorimeter test conducted by ‘Blainville-Boisbriand’ at
50 kW/m2.
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Figure 3.20: Measured back surface temperature in cone calorimeter tests conducted at 65 kW/m2. Each curve (except
for 4 of 6 ‘Chicoutimi datasets’) represents measurements recorded at the back surface of samples by individual
thermocouples in repeated experiments.

Predecisional Draft Report



Page 37

0 50 100 150 200 250 300 350 400

time [s]

250

300

350

400

450

500

550

600

650

B
ac

k 
S

ur
fa

ce
 T

em
pe

ra
tu

re
 [K

]

Cone Calorimeter

65 kW m-2

50 kW m-2

25 kW m-2

Figure 3.21: Comparison of average back surface temperatures in cone calorimeter tests at incident heat fluxes of
25, 50, and 65 kW/m2. Average curves are calculated using all submitted data from tests conducted under the same
conditions, excluding outliers, as noted above. Shaded areas represent 2σmean,i; error bars are not shown for 50 kW/m2

because only one measurement was reported at this heat flux.

Tabulated values of interest

Time to ignition, tign, in each cone calorimeter experiment is defined as the time at which Q̇′′ ≥ 24 kW/m2 [30].
The arithmetic mean and standard deviation (‘Std Dev’)of this time to ignition is reported in Table 3.5 for repeated
measurements from all institutions that submitted cone calorimeter data. Here, uncertainties are reported as one
standard deviation of the average value at a given exposure condition.

Heat of combustion, ∆Hc, was calculated based on cone calorimeter measurements as the total energy released
per gram of gaseous volatiles produced (kJ/g) during the time period at which Q̇′′ ≥ 240 kW/m2 (i.e., ten times the
critical ignition HRR). The arithmetic mean and standard deviation (‘Std Dev’) of ∆Hc is reported in Table 3.6 for
repeated measurements from all institutions that submitted cone calorimeter data. Here, uncertainties are reported as
one standard deviation of the average value at a given exposure condition.
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Table 3.5: Ignition times, tign (s), in Cone Calorimeter Tests

25 kW/m2 50 kW/m2 65 kW/m2

Institution Mean Std Dev Mean Std Dev Mean Std Dev
Baie-Comeau - - - - 12 0
Blainville-Boisbriand 107 6 26 2 16 1
Cape-Breton 121 3 - - 29 7
Chicoutimi 124 12 - - 20 0
Drummondville 76 11 - - 29 1
Gatineau 111 8 - - 69B 45B

Halifax 112 2 - - - -
Quebec 99 5 - - 14 2
Rimouski 123 0 - - 14 0
Rouyn-Noranda 114 4 - - 24 1
Sherbrooke 148 4A - - 25 2A

ACalculated based on two values
BSuspected error in submitted dataset, see Fig. 3.16

Table 3.6: Heat of Combustion (kJ/g), Cone Calorimeter (energy released per gram of gaseous volatiles produced)

25 kW/m2 50 kW/m2 65 kW/m2

Institution Mean Std Dev Mean Std Dev Mean Std Dev
Baie-Comeau - - - - 23.9 0.6

Blainville-Boisbriand 24.6 0.1 24.4 0.3 24.5 0.2
24.2A 1.5A

Cape-Breton 21.8 0.0 - - 23.6 0.3
Chicoutimi 24.3B 0.1B - - 24.7B 0.0B

Drummondville 44.5C 0.0C - - 58.2C 0.9C

Gatineau NC NC - - NC NC
Halifax 24.2 0.2 - - - -
Quebec 24.4 0.4 - - 24.0 0.7
Rimouski 24.6 0.0 - - 24.6 0.0
Rouyn-Noranda 22.0 0.2 - - 22.3 0.1
Sherbrooke 24.9B 0.2B - - 26.1B 1.5B

ATests were repeated three times using disc-shaped samples of diameter, D = 7 cm
BCalculated based on two values
CSuspected error in submitted dataset, see Figs. 3.14 and 3.16
NC – Not Calculated due to low data reporting resolution

3.2.2 Anaerobic Gasification

Anaerobic gasification experiments were conducted by six institutions using three different experimental apparatus.
Key measurement data from anaerobic gasification tests include: gasification mass flux, ṁ′′ (g/(m2· s)), and back
surface temperature, Tback (K). Each quantity was reported as a time-resolved measurement.

Although plotted together in this section, measured mass loss rates and back surface temperatures may not be
identical between different gasification tests, even at the same nominal incident heat flux due to differences in (a)
heating element and (b) back surface boundary conditions. Specifically, the FPA heating element operates at a higher
temperature and thus emits IR radiation at a lower wavelength than that of the cone calorimeter heater, which is also
used in the CAPA II experiments. CAPA II tests, however, are unique in that samples are not insulated at their back
surface and, thus, this surface is subject to convective and radiative losses, which are defined elsewhere [24].
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One institution conducted anaerobic gasification experiments using CAPA II. Tests were conducted at 25 kW/m2

and 60 kW/m2, repeated twice at each incident heat flux. Reported errors represent two standard deviations of the
mean of the respective quantity. The temperature data were collected at 7.5 Hz and presented here without any data
processing. The mass data were collected at a frequency of 2 Hz. The mass loss rate was computed using a 5 s
time differential and normalized by the initial top surface area of the sample. The data were subsequently grouped
into 5 s bins for which mean mass loss rate and mean time values were computed. More information is available in
Ref [29]. For tests conducted with a Controlled Atmosphere Cone Calorimeter or a Fire Propagation Apparatus (FPA),
experimental measurements are analyzed as described below.

Gasification Mass Flux

Mass flux in gasification experiments was calculated for each replicate test, j, at each time step, ti, as the numerical
derivative of measured sample mass using a time interval ∆t = 5 s as follows:

ṁ′′i, j =
1
A

ṁi−2, j− ṁi+2, j

ti+2− ti−2
(3.15)

where A is the initial surface area of the sample. The subscript j indicates a replicate measurement. Prior to further
analysis, noise in individual mass loss curves (at 1 Hz) was reduced by applying a Savitzky-Golay filter (third order
polynomial fit; 21 data point range). The average mass flux for a given exposure condition based on N j datasets from
one institution is calculated at each time step, ti, as:

ṁ′′i =
1

∑
N j
j=1 Ni

N j

∑
j=1

i+n

∑
i′=i−n

ṁ′′i′, j (3.16)

where Ni is equal to the number of measurements from an individual experiment, j, reported in the interval (i−n)≤
i≤ (i+n). The standard deviation of the mean, σmean,i, is calculated at each time step, ti, as:

σmean,i =

√√√√√
 1

(∑
N j
j=1 Ni)((∑

N j
j=1 Ni)−1)

N j

∑
j=1

i+n

∑
i′=i−n

(
ṁ′′i′, j− ṁ′′i

) (3.17)

The average and standard deviation were calculated with n = 2 because it is assumed that variations in these
repeated measurements should be minimal within a 4 s interval when tests are conducted by the same institution.
‘Chicoutimi’ data was submitted at 0.2 Hz, so when mean and standard deviation of the mean of these measurements
are calculated, only 1 data point is available in this interval from each test at each time step.

Figures 3.22, 3.23, and 3.24 plot measured sample-area normalized mass loss rate during anaerobic gasification
experiments conducted with an external heat flux of 25, 50, and 60 or 65 kW/m2, respectively. Shaded areas represent
2σmean,i. Test type (i.e., apparatus) and external heat flux are noted in the legend of each figure. “Gasification” indicates
that a given test was conducted in a controlled atmosphere cone calorimeter modified for gasification experiments.
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Figure 3.22: Measured sample-area normalized mass loss rate during anaerobic gasification experiments with an
external heat flux of 25 kW/m2. Shaded areas represent 2σmean,i.
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Figure 3.23: Measured sample-area normalized mass loss rate during anaerobic gasification experiments with an
external heat flux of 50 kW/m2. Shaded areas represent 2σmean,i.
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Figure 3.24: Measured sample-area normalized mass loss rate during anaerobic gasification experiments with an
external heat flux of 60 or 65 kW/m2. Shaded areas represent 2σmean,i.

Sample Surface Temperature

Sample surface temperature measurements were taken at one or multiple locations during each experiment. Most
laboratories measured temperature at the back surface, Tback. One institution, ‘Charlottetown’, provided front surface
measurements, Tfront. These results are analyzed using a similar approach and plotted together with the back surface
data, along with a note indicating measurement location in the figure caption. For repeated measurements (submitted
by the same lab under the same incident heating conditions) average surface temperature was calculated at each time
step, ti, as the average value reported from all repeated tests, j, at all locations k:

Tback,i =
1

Ntot

N j

∑
j=1

Nk j

∑
k=1

i+n

∑
i′=i−n

Tback,i′, j,k (3.18)

where:

Ntot =
N j

∑
j=1

Nk j

∑
k=1

Ni (3.19)

and where Ni is equal to the number of measurements from an individual experiment, j, reported in the interval
(i−n) ≤ i ≤ (i+n). Nk j is the number of temperature measurement locations of the jth test. The standard deviation
of the mean, σmean,i, is calculated at each time step, ti, as follows:

σmean,i =

√√√√√
 1

Ntot

1
(Ntot−1)

N j

∑
j=1

Nk j

∑
k=1

i+n

∑
i′=i−n

(
Tback,i′, j,k−Tback,i

) (3.20)

These averages were calculated with n = 2 because it is assumed that variations in these repeated measurements
should be minimal within a 4 s interval when tests are conducted by the same institution. ‘Chicoutimi’ data was
submitted at 0.2 Hz, so when mean and standard deviation of the mean of these measurements are calculated, only 1
data point is available in this interval from each test at each time step.

Figures 3.25, 3.26, and 3.27 plot measured sample surface temperature measurements obtained during anaerobic
gasification experiments conducted with an external heat flux of 25, 50, and 60 or 65 kW/m2, respectively. Shaded
areas represent 2σmean,i. Test type (i.e., apparatus), external heat flux, and measurement location are noted in the
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legend and caption of each figure. “Gasification” indicates that a given test was conducted in a controlled atmosphere
cone calorimeter modified for gasification experiments.
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Figure 3.25: Measured front (‘Charlottetown’) or back (‘Chicoutimi’ and ‘Saint John’) surface temperature during
anaerobic gasification experiments conducted at q̇′′ext = 25 kW/m2. Shaded areas represent 2σmean,i.
‘Charlottetown’: FPA (q̇′′ext = 25 kW/m2); front surface temperature
‘Chicoutimi’: FPA (q̇′′ext = 25 kW/m2); back surface temperature
‘Saint John’: CAPA (q̇′′ext = 25 kW/m2); back surface temperature
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Figure 3.26: Measured front surface temperature during FPA experiments conducted at 50 kW/m2. Shaded areas
represent 2σmean,i.

Predecisional Draft Report



Page 43

0 50 100 150 200 250

time [s]

300

350

400

450

500

550

600

650

700

S
ur

fa
ce

 T
em

pe
ra

tu
re

 [K
]

Gasification Experiments, q"
ext=65kW m -2

Baie-Comeau, Gasification_65kW
Charlottetown, FPA_65kW
Chicoutimi, FPA_65kW
Saint John, CAPA_60kW

Figure 3.27: Measured front (‘Charlottetown’) or back (‘Baie-Comeau’, ‘Chicoutimi’, and ‘Saint John’) surface tem-
perature during anaerobic gasification experiments conducted at q̇′′ext = 60 or 65 kW/m2. Shaded areas represent
2σmean,i.
‘Baie-Comeau’: Controlled Atmosphere Cone Calorimeter (q̇′′ext = 65 kW/m2). back surface temperature
‘Charlottetown’: FPA (q̇′′ext = 65 kW/m2); front surface temperature
‘Chicoutimi’: FPA (q̇′′ext = 65 kW/m2); back surface temperature
‘Saint John’: CAPA (q̇′′ext = 60 kW/m2); back surface temperature

3.2.3 Thermal Conductivity and Diffusivity
TPS Hot Disc

Measurements of thermal conductivity reported in Table 3.7 were obtained at ambient temperature by one institution
using a TPS 2500S-Hot Disk (Transient Plane Source (TPS) method) under the following test and analysis conditions:

• Kapton sensor (radius 2.0 mm)

• Two plates for measurement

• The material is treated as isotropic and considered as semi-infinite when using the appropriate size of the sensor.

• Energy pulse: Power: 35 mW, Duration: 20 s

Table 3.7: Measured thermal conductivity of PMMA at room temperature

Sample Temperature (K) Thermal Conductivity (W/m/K) Mean Dev. (K)
295 0.220 9.63×10−4

PMMA 1 295 0.210 2.69×10−4

295 0.209 2.68×10−4

293 0.209 8.65×10−4

PMMA 2 293 0.208 2.60×10−4

293 0.209 1.99×10−4
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Laser Flash Diffusivity

Measurements of thermal diffusivity reported in Table 3.8 were obtained between 298 K and 373 K by one institution
using a Netzsch Light Flash Apparatus (LFA 467) under the following test conditions:

• Three flashes for each temperature

• Square sample 25.4 cm by 25.4 cm

• Both sides of the sample coated with graphite paint

Table 3.8: Measured Thermal Diffusivity of PMMA from 298 K to 373 K

Temperature (K)
Sample 298 303 313 323 333 343 353 363 373

Sample Thermal Diffusivity (mm2/s)
PMMA 1 0.117 0.115 0.111 0.110 0.109 0.106 0.105 0.103 0.102
PMMA 2 0.112 0.112 0.110 0.108 0.107 0.106 0.104 0.103 0.101
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Chapter 4

Summary

The measurement data and related analysis presented in this predecisional draft report should be considered as a
preliminary summary of experimental work submitted to the 2021 MaCFP Condensed Phase Workshop. This summary
is prepared for subject matter experts to provide critical review, for experimentalists to identify and correct minor errors
in their submitted datasets (e.g., scaling or units issues; or mislabelling and/or accidental submission of incorrect data),
and to provide modelers who wish to use these measurements for pyrolysis model development a suitable overview of
the information available on the MaCFP Github Repository.

For the purposes of model development, it may be desirable to have a ’community average’ of a particular dataset
under given conditions (e.g., representative, average mass and mass loss rate curves from TGA tests or average heat
release rate measurements from cone calorimeter tests). However, as presented in Section 3 of this document, defining
such an average is not necessarily straightforward. One of the valuable outcomes of this exercise is the demonstration
that test conditions, procedure, and initial calibration may have a meaningful impact on measurement results. For
now, in this preliminary report, individual datasets are presented and average curves are calculated (excluding clear
outliers); however, further analysis as to why exactly these differences exist - i.e., are they simply stochastic or are they
due to, for example, calibration differences or subtle variations in how exactly the tests were conducted - is needed.

Ultimately, average curves presented here represent the aggregate of data as received, some of which may require
corrections by the original submitting institution (e.g., if a dataset was incorrectly labeled or submitted). Valuable
outcomes of the 2021 MaCFP Condensed Phase Workshop include the development of requirements for dataset quality
and quantification of the inter-laboratory variability for comparable experimental datasets. These outcomes will be
addressed with feedback from the pyrolysis modeling community: both those who submitted experimental data and
those who use these measurements to calibrate pyrolysis model parameter sets. This more detailed analysis will be
included in the final version of this report. Additionally, a second, related, report will prepared afterwards with a
focus on: (1) cataloging the current, state of the art approaches used to parameterize pyrolysis models, (2) defining
the key pyrolysis model parameters of interest, and (3) assessing the impact of the variability of these parameters on
predictions of material burning behavior and fire growth.
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Appendix A

Nomenclature

CAPA controlled atmosphere cone calorimetry
DSC differential scanning calorimetry
FPA fire propagation apparatus
MCC mircroscale combustion calorimetry
TGA thermogravimetric analysis
TPS transient plane source

Parameters
A initial sample surface area
hr heat of decomposition reaction
∆Hc heat of combustion (energy released per gram of gaseous volatiles produced)
m mass
ṁ′′ mass loss rate (normalized by initial sample-area)
n interval, defines number of points across which average or standard deviation are calculated
N number (of measurements, tests, or test locations)
q̇ heat flow
q integral heat flow
Q̇′′ heat release rate (normalized by initial sample-area)
t time
T temperature
X volume fraction

Greek Letters
β heating rate
µchar char yield
σmean standard deviation of the mean

Subscripts

0 initial value
back back surface
endset endset (of reaction)
front front surface
i time or temperature step
j test replicate
k location replicate (e.g., multiple thermocouples used in same experiment)
O2 Oxygen
onset onset (of reaction)
tot total
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Appendix B

Supplemental Information

This Supplemental Information section has been prepared on behalf of the MaCFP Condensed Phase Working Group.
It is written to provide supporting information to the main text of the predecisional draft report titled, ‘Preliminary
Summary of Experimental Measurements’. All figures in this document have been prepared as described in the main
text of this predecisional draft report. These figures have been prepared for subject matter experts to provide criti-
cal review and to ensure the integrity of the measurement data and related analysis submitted to the 2021 MaCFP
Condensed Phase Workshop.
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B.1 Thermogravimetric Analysis (TGA)

B.1.1 Nitrogen Environment
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β = 5 K/min
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β = 10 K/min
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β = 15 K/min
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β = 20 K/min
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β = 50 K/min

300 400 500 600 700 800

Temperature [K]

0

0.2

0.4

0.6

0.8

1

(m
/m

0) 
[g

/g
]

0

0.005

0.01

dm
*/

dt
 [s

-1
]

Shawinigan
TGA_N2_50K

β = 100 K/min

300 400 500 600 700 800

Temperature [K]

0

0.2

0.4

0.6

0.8

1

(m
/m

0) 
[g

/g
]

0

0.005

0.01

0.015

0.02

dm
*/

dt
 [s

-1
]

Shawinigan
TGA_N2_100K

Predecisional Draft Report



Page 58

B.1.2 Argon Environment
β = 1 K/min
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β = 50 K/min
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B.1.3 Oxygen Environment
XO2 = 0.10 β = 10 K/min
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XO2 = 0.21 β = 10 K/min
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B.2 Differential Scanning Calorimetry (DSC)

B.2.1 Nitrogen Environment
β = 10 K/min
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B.2.2 Argon Environment
β = 1 K/min
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β = 50 K/min
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B.2.3 Oxygen Environment
XO2 = 0.10 β = 10 K/min
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XO2 = 0.21 β = 10 K/min
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B.3 Cone Calorimeter

B.3.1 Heat Release Rate (HRR)
External heat flux: 25 kW/m2
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External heat flux: 50 kW/m2
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External heat flux: 65 kW/m2
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B.3.2 Surface Temperature
External heat flux: 25 kW/m2
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External heat flux: 50 kW/m2
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External heat flux: 65 kW/m2
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B.4 Anaerobic Gasification

B.4.1 Gasification Mass Flux
External heat flux: 25 kW/m2
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External heat flux: 50 kW/m2
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External heat flux: 65 kW/m2
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B.4.2 Surface Temperature
External heat flux: 25 kW/m2
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‘Charlottetown’: FPA (q̇′′ext = 25 kW/m2); front surface temperature
‘Chicoutimi’: FPA (q̇′′ext = 25 kW/m2); back surface temperature

External heat flux: 50 kW/m2
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Measured front surface temperature during FPA experiments conducted at 50 kW/m2.
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External heat flux: 65 kW/m2
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‘Baie-Comeau’: Controlled Atmosphere Cone Calorimeter (q̇′′ext = 65 kW/m2). back surface temperature
‘Charlottetown’: FPA (q̇′′ext = 65 kW/m2); front surface temperature
‘Chicoutimi’: FPA (q̇′′ext = 65 kW/m2); back surface temperature
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